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There are many instances especially with Monte Carlo simulations where we want to pull random numbers from
normal distributions that are correlated. We will work through the process and develop the attendant mathematics
applicable to pulling these correlated random numbers. We will follow this discussion with an example.

The Distributions of the Random Variates X and Y

The random variable X is normally-distributed with a mean equal to µx and a variance equal to σ2
x. The distribution

of X in equation form is...

X ≈ N
[
µx, σ

2
x

]
(1)

The random variable Y is normally-distributed with a mean equal to µy and a variance equal to σ2
y. The distribution

of Y in equation form is...

Y ≈ N
[
µy, σ

2
y

]
(2)

We will define ρxy to be the pairwise correlation between random variates pulled from the distribution of X and
the distribution of Y as defined in equations (1) and (2) above. The equation for this correlation coefficient is...

ρxy =
Cov(xy)

σxσy

=
E[xy]− E[x]E[y]

σxσy
(3)

Correlating the Random Variates X and Y

Step One - Pull three independent (i.e. uncorrelated) random variates Zc, Zx and Zy from a normal distribution
with mean zero and variance one. The distributions of these random variates and attendant expectations are...

Zc ≈ N
[
0, 1

]
...where... E

[
Zc

]
= 0 ...and... E

[
Z2
c

]
= 1 (4)

Zx ≈ N
[
0, 1

]
...where... E

[
Zx

]
= 0 ...and... E

[
Z2
x

]
= 1 (5)

Zy ≈ N
[
0, 1

]
...where... E

[
Zy

]
= 0 ...and... E

[
Z2
y

]
= 1 (6)

Because these random variates are independent the expectations of their products are...

E
[
ZcZx

]
= 0 ...and... E

[
ZcZy

]
= 0 ...and... E

[
ZxZy

]
= 0 (7)

Step Two - Define two new random variates X̃ and Ỹ that are pulled from the distribution of X and the distribution
of Y , respectively, and have a positive pairwise correlation equal to ρxy. These random variates are defined as
follows...

X̃ =

[
√
ρxy Zc +

√
1− ρxy Zx

]
σx + µx (8)

Ỹ =

[
√
ρxy Zc +

√
1− ρxy Zy

]
σy + µy (9)
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Proofs

The mean of X̃ is equal to µx as defined in equation (1) above. This proof requires the result of the expectation
calculated in Appendix equation A.

mean = E
[
X̃

]
= µx (10)

The mean of Ỹ is equal to µy as defined in equation (2) above. This proof requires the result of the expectation
calculated in Appendix equation B.

mean = E
[
Ỹ

]
= µy (11)

The variance of X̃ is equal to σ2
x as defined in equation (1) above. This proof requires the results of the expectations

calculated in Appendix equations A and C.

variance = E
[
X̃2

]
−
[
E
[
X̃

]]2
= σ2

x + µ2
x − µ2

x

= σ2
x (12)

The variance of Ỹ is equal to σ2
y as defined in equation (2) above. This proof requires the results of the expectations

calculated in Appendix equations B and D.

variance = E
[
Ỹ 2

]
−
[
E
[
Ỹ

]]2
= σ2

y + µ2
y − µ2

y

= σ2
y (13)

The correlation of X̃ and Ỹ is equal to ρxy as defined in equation (3) above. This proof requires the results of the
expectations calculated in Appendix equations A, B and E.

Correl =
E[X̃Ỹ ]− E[X̃]E[Ỹ ]

σxσy

=
σxσyρxy + µxµy − µxµy

σxσy

= ρxy (14)

An Example

Assume the following distribution of the random variates X and Y and the attendant correlation coefficient...

X ≈ N
[
3, 16

]
...and... Y ≈ N

[
5, 36

]
...and... ρxy = 0.80 (15)

Step 1 - Pull three normally-distributed random variates from a distribution with mean zero and variance one which
are...

Zc = 1.00 ...and... Zx = 0.50 ...and... Zy = −01.25 (16)

Step 2 - Calculate the two correlated random numbers which are...

X̃ =

[√
0.80× 1.00 +

√
1− 0.80× 0.50

]
×
√

16 + 3.00 = 7.47 (17)

Ỹ =

[√
0.80× 1.00 +

√
1− 0.80×−1.25

]
×
√

36 + 5.00 = 7.01 (18)
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Appendix

A) The expected value of X̃ is...

E
[
X̃

]
= E

[{
√
ρxy Zc +

√
1− ρxy Zx

}
σx + µx

]
= E

[
σx
√
ρxy Zc + σx

√
1− ρxy Zx + µx

]
= E

[
σx
√
ρxy Zc

]
+ E

[
σx
√

1− ρxy Zx

]
+ E

[
µx

]
= σx

√
ρxy E

[
Zc

]
+ σx

√
1− ρxy E

[
Zx

]
+ µx

= µx (19)

B) Using the same equations as A above, the expected value of Ỹ is therefore...

E
[
Ỹ

]
= µy (20)

C) The expected value of the square of X̃ is...

E
[
X̃2

]
= E

[{
σx
√
ρxy Zc + σx

√
1− ρxy Zx + µx

}2]
= E

[
σ2
xρxyZ

2
c + σ2

x(1− ρxy)Z2
x + 2σ2

x
√
ρxy
√

1− ρxyZcZx + 2µxσx
√
ρxyZc + 2µxσx

√
1− ρxyZx + µ2

x

]
= E

[
σ2
xρxyZ

2
c

]
+ E

[
σ2
x(1− ρxy)Z2

x

]
+ E

[
2σ2

x
√
ρxy
√

1− ρxyZcZx

]
+ E

[
2µxσx

√
ρxyZc

]
+ E

[
2µxσx

√
1− ρxyZx

]
+ E

[
µ2
x

]
= σ2

xρxy E
[
Z2
c

]
+ σ2

x(1− ρxy)E
[
Z2
x

]
+ 2σ2

x
√
ρxy
√

1− ρxy E
[
ZcZx

]
+ 2µxσx

√
ρxy E

[
Zc

]
+ 2µxσx

√
1− ρxy E

[
Zx

]
+ E

[
µ2
x

]
= σ2

xρxy + σ2
x(1− ρxy) + µ2

x

= σ2
x + µ2

x (21)

D) Using the same equations as C above, the expected value of the square of Ỹ is therefore...

E
[
Ỹ 2

]
= σ2

y + µ2
y (22)
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E) The expected value of the product of X̃ and Ỹ is...

E
[
X̃Ỹ

]
= E

[{
σx
√
ρxy Zc + σx

√
1− ρxy Zx + µx

}{
σy
√
ρxy Zc + σy

√
1− ρxy Zy + µy

}]
= E

[
σxσyρxy Z

2
c + σxσy

√
ρxy
√

1− ρxy ZcZy + µyσx
√
ρxy Zc + σxσy

√
ρxy
√

1− ρxy ZcZx

+ σxσy(1− ρxy)ZxZy + µyσx
√

1− ρxy Zx + µxσy
√
ρxy Zc + µxσy

√
1− ρxy Zc + µxµy

]
= E

[
σxσyρxy Z

2
c

]
+ E

[
σxσy

√
ρxy
√

1− ρxy ZcZy

]
+ E

[
µyσx

√
ρxy Zc

]
+ E

[
σxσy

√
ρxy
√

1− ρxy ZcZx

]
+ E

[
σxσy(1− ρxy)ZxZy

]
+ E

[
µyσx

√
1− ρxy Zx

]
+ E

[
µxσy

√
ρxy Zc

]
+ E

[
µxσy

√
1− ρxy Zc

]
+ E

[
µxµy

]
= σxσyρxy E

[
Z2
c

]
+ σxσy

√
ρxy
√

1− ρxy E
[
ZcZy

]
+ µyσx

√
ρxy E

[
Zc

]
+ σxσy

√
ρxy
√

1− ρxy E
[
ZcZx

]
+ σxσy(1− ρxy)E

[
ZxZy

]
+ µyσx

√
1− ρxy E

[
Zx

]
+ µxσy

√
ρxy E

[
Zc

]
+ µxσy

√
1− ρxy E

[
Zc

]
+ E

[
µxµy

]
= σxσyρxy + µxµy (23)
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